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Abstract–Body worn devices are augmenting the capabilities of 

human being, also known as wearables. What if the device is 

aware of the context of the user? Now day’s wearables are being 

used in recognizing the activity performed by the wearer so that 

the device can work better by knowing users context. Recognizing 

context is not an easy task; if the numbers of class of activities are 

more, then accuracy is questionable. For determining the activity 

there are various machine learning algorithm which can be used 

for classification. With respect to wearable & activity recognition 

various classification techniques are reviewed and new method of 

classification fusion is proposed for improving accuracy and 

reducing errors. 

Keywords–Activity recognition, Classification Algorithms, 

Classification fusion, Wearables. 

NOMENCLATURE 

AR: Activity Recognition, GMM: Gaussian Mixture Model, 

SVM: Support Vector Machine, k NN: k- nearest neighbour, 

HMM: Hidden Markov Model. MLP: Multilayer Perceptron.  

I. INTRODUCTION 

We are living in an era where people are shorting with time 

and want to perform their task on the way, but they don’t want 

to carry any device. The technological advances have also 

supported this scenario and give rise to always on portable 

computer which is un-obstructive and wearable. What if the 

device detects the context and work as per the context of user? 

Activity is also considered as one of the context. Wearables 

have advance sensors which can be used for activity 

recognition. There are various activities like running, walking, 

jumping, ascending and descending stairs, etc, which, if will be 

known to the device or any other application (which works for 

the assistance of the user) the assistance can be better or 

accurate. In this paper we have tried to find out various 

algorithm used for the classification of these activities with 

respect to wearables and proposed a new method of 

classification fusion. 

II. CLASSIFICATION ALGORITHMS FOR AR 

Classification is defined as Data Mining or Data Analysis 

Techniques used to discover group membership of data 

instances [1], [2]. It is basically a machine learning method 

used in partitioning data into various classes as per some 

common properties. It has a two steps [1]. In first step 

classification model is constructed i.e learning step. It can also 

be viewed as mapping function, y = f (X), which determine the 

class label y for a given instance X. 

The Second is classification step in which by using the 

constructed model, the class to which the given data belongs, 

is predicted. 

The Learning can be of two types [1], [2]: 

1. Supervised Learning: When the class label of training 

data are provided or the training samples are aware of 

their class to which they belongs. 

2. Un Supervised Learning: When the class label of 

training data are unknown or the training samples are 

unaware of their class. 

We can also put them in Parametric or Non Parametric 

algorithm. Parametric Algorithms make assumptions or reduce 

the function to some known form. No matter how much data 

we provide to this model, it won’t change its decision [3]. 

Nonparametric Algorithms does not make strong assumptions 

about the form of the mapping function.  They are good when 

we have vast data without much prior knowledge” [3].   

As per the start of learning process we call them as eager 

learner or lazy learner. When a set of training tuples are given 

& the algorithm constructs a generalization model before the 

arrival of testing tuples they belongs to eager learner. These 

models are ready to classify unseen tuples. Lazy learner waits 

till the last minute, when a training tuple is provided, they just 

stores the data (or does only negligible processing) and waits 

for the test tuple to be provided. There are various machine 

learning algorithm used to find out the class of unseen 

instance. We are focusing on the algorithm used in AR: 

A. Decision Tree 

Decision Tree is the oldest and simplest machine learning 

algorithm, which uses branching method to illustrate every 

possible outcome of a decision [4] . It is a hierarchical flow 

chart like structure in which nodes, branches and leaves are 

present [1], [5]. Internal nodes are for testing an attribute, the 

outcome of the test is shown by branches and leaves 

symbolize the class label [6]. The decision process starts from 

any selected attribute node; gets continued till it reaches to the 

leaf node, this leaf node is the class to which that input data 
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belongs. It is a greedy algorithm where tree is constructed in a 

divide-and-conquer, top to down and recursive manner [7]. 

The aim of this process is to find the smallest possible tree. 

It tries to select the best attribute based on which the grouping 

of the objects is to be done, that would make the data Pure as 

possible after the split. The purity can be measured by a 

function called Entropy. If there are m numbers of classes, the 

entropy at particular node is calculated as [1]: 

𝐼𝑛𝑓𝑜(𝐷) =  − ∑ 𝑝𝑖 𝑙𝑜𝑔2(𝑝𝑖)

𝑚

𝑖=1

 

where pi, represents  nonzero probability of any arbitrary tuple 

present in D belonging to class Ci.  

𝐶𝑖 = {1,2, … . 𝑚} 

Information gain is used for selecting the attributes. It is 

calculated as: 

𝐺𝑎𝑖𝑛(𝐴) = 𝐼𝑛𝑓𝑜(𝐷) − 𝐼𝑛𝑓𝑜𝐴 (𝐷) 

The expected reduction in the information requirement is 

Gain(A) due to attribute A.  Highest information gain attribute, is 

selected for splitting the node. 

B. Logistic Regression 

This technique helps in finding the dependent variable’s 

value from the independent variables.  Here the variables are 

numeric in nature. There are variety of of regression, for exa. 

linear, multiple, polynomial etc. Logistic Regression is a 

generalized linear model, in which the dependent variable is 

binary or dichotomous, i.e. it only has two possible outcomes 

exa: true or false, pass or fail etc. The equation to predict a 

logit transformation of the probability of presence of interested 

characteristic is: 

logit (p) =  ln(
p

1−p
) 

C. Support Vector Machine 

It classifies linear as well as nonlinear data [1], [7], [8]. 

Training data is transformed into a higher dimension, and then 

SVM searches for optimal linear hyperplane which seperates 

the different classes, this hyperplane can be understand as a 

“decision boundary”. This boundary separates the instance of 

one class from other class. The SVM uses the essential training 

tuples (support vectors) and margins to find its hyperplane. 

There can be infinite number of hyperplane between two 

classes but the algorithm try to find the hyperplane with greater 

margin. The training time of SVM algorithms are more, but 

they give more accurate results. They are less susceptible to 

data overfitting as compare to others. SVMs can be used for 

both numeric prediction and classification. For linear 

hyperplane formulae is [1]: 

W. X + b = 0 

Here, W= {w1, w2.... wn} i.e weight vector and n represents no 

of attributes.  

Considering the Lagrangian formulation, the decision 

boundary or the Maximum Margin Hyperplane is shown as 

[1]: 

d(X)T = ∑ yi ∝i Xi

l

i=1

 XT + b0 

Here yi represents class label of support vector Xi; testing 

input XT; Lagrangian multipliers αi and b0 are numeric 

parameters which is automatically calculated by optimizer or 

SVM; l represents no of support vectors. 

D. Naïve Bays 

 It is a probabilistic based technique, which learns 

Probability of an object with certain features belonging to 

particular group or class. A posterior probability of every class 

is calculated by estimating conditional probabilities from the 

training input. It is called naïve because it makes hypothesis 

that the occurrence of a one feature is independent of the 

occurrence of another feature [1], [8]. It is primarily used for 

text classification and best applied in filtering spam messages. 

It is known for its simplicity and effectiveness. Bayesian Rule 

is given as:  

P(X|Y) =  
P(Y|X)P(X)

P(Y)
 

Here P (X|Y) is conditional Probability of occurrence of event 

X when Y is valid. P (X) and P(Y) are Probability of 

occurrence of event X and Y. P (Y|X) is conditional 

Probability of occurrence of event Y when X is valid. X is 

called the proposition or Class and Y is called the evidence or 

Predictor.  

E. k-nearest neighbor 

 k-nearest neighbors (kNN) is a simple non parametric 

method which is used to classify unmarked observations by 

providing them a class of the most analogous marked 

examples [1], [5], [7] , [8]. It is a supervised lazy learner 

technique which learns by analogy. Here the training instances 

are represented in multiple dimension space. When any 

unknown tuple arrives, k-nearest neighbor classifier searches 

the k training instances, which are closest to the unknown 

tuple. Then it places this unknown tuple to the nearest class. 

These k training instances are the k “nearest neighbors” or 

“closest neighbors” of the unidentified tuple. This technique is 

sensitive to the value of k. If the value of k increases the 

prediction time also increases. “Closeness” can be defined as a 

distance metric, for exa. Euclidean distance. The Euclidean 

distance between two points or tuples, can be shown as [1] : 

dist(𝑋1, 𝑋2) =  √∑(𝑥1𝑖 − 𝑥2𝑖)
2

𝑛

𝑖=1

 

F. Multilayer Perceptron 
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It is an artificial neural network model based on feed 

forward or back propagation where sets of input data are 

mapped into set of suitable outputs [8], [9]. It is based on 

neural networks which imitate the properties of biological 

neurons available in the human brain, propagate activation 

signals and encode knowledge in the network links [1], [7]. A 

single perceprton can only solve linearly separable problem. 

MLP is a supervised learning technique in which multiple 

layers of nodes are present. It forms a structure like directed 

graph, where each layer is fully connected to the next layer. 

The formulae for calculating output at a hidden layer is: 

yi = f(∑ wijxj +  bi

m

j=1

 

where wij is weight from j input node to i hidden node, xj is 

input from j node, and bi is the bias at activation node. 

G. Hidden Markov Model 

It is used for sequential or temporal data. In the first order 

Markov probability of moving to the given state depends only 

on the present state and in the second order it depends on the 

present as well as the previous state [1], [2], [10]. It represents 

Finite set automata. As probability of a state depends on its 

previous state; therefore, HMM are mainly helpful in the 

analysis of biological sequence data. It can be used in the 

prediction of next state if series of states are given. Let’s 

assume that at every time step t the system is in a state ω(t) and  

it produce some (visible) symbol v(t). Let’s say any state ω(t) 

we have a probability of emitting a particular visible state vk(t), 

i.e emission probability. We signify this probability 

P(vk(t)|ωj(t)) = bjk. 

The probability that the model produces a sequence of all 

visible state VT is [1], [2]: 

P(VT) = ∑ P(VT|ωr
T)P(ωr

T)

rmax

r=1

 

H. Random Forest 

These are an ensemble learning method used for 

classification [8], [1], [7]. It constructs multiple decision trees 

at the time of training and output the class of mean prediction 

or that is the mode of the classes. This algorithm works as a 

large collection of non-correlated tree. The input sample is 

divided into various different random samples and trees are 

formulated from each random sample. For testing a new tuple 

these different trees are used and predict the class of that tuple. 

Random Forests produces several classification trees. To find 

out the class of a new object of the input vector, it passes the 

input vector through each of the trees present in the forest. 

Each tree gives "votes" for some class or each tree classifies the 

input vector and put it into some class. The forest with the 

highest vote is being chosen for the classification. 

I. Adaboost 

Boosting is ensemble (combining diverse set of learning 

algorithms) algorithm for classification, here each training 

tuple are assigned with some weights. A series of k classifiers 

are being learned [1] , [5] by iteration. When classifier, Mi, is 

learned, the weights are updated so that the subsequent 

classifier,Mi+1, can “pay more attention” towards the 

misclassified training tuples by the previous classifier Mi. The 

M* is the final classifier, which integrate the votes of every 

individual classifier, where the weight of each classifier’s vote 

is a function of its accuracy. Adaptive Boosting also known as 

AdaBoost, in which subsequent weak learners are tweaked in 

favor of misclassified instances classified by previous 

classifier. It is susceptible to outliers as well as noisy data. It is 

less sensitive to the overfitting problem. It is referred to as 

best-out-of-the-box classifier. We can unify several weak 

classifiers into a one strong accurate classifier.  

To calculate the error rate of model Mi, weights of every 

tuples is summed from Di which was misclassified by Mi. 

That is, 

error(Mi) = ∑ wj

d

j=1

× err(Xj) 

Here err (Xj) is the misclassification error for instance Xj: 

when it is misclassified, err (Xj) is 1; else, it is 0. 

III. COMPARISON AND ANALYSIS 

A detail comparative analysis has been done, shown in 

Table I by considering various parameters mentioned below so 

that conclusion can be drawn. These parameters can be viewed 

as: 

1. Classification Type: The classification can belongs to 

various types like Tree based regression, Instance 

based, Bayesian and ensembles etc.  

2. Type of Learning: It can be Supervised or 

unsupervised. 

3. Type of algorithm: It can be Parametric or Non 

Parametric. 

4. Mathematical Formulae Used: Calculation done for 

decision making. 

5. Starting of learning method: Eager learner or Lazy 

learner. 

6. Advantages & Disadvantages  

IV.  CONCLUSION AND FUTURE SCOPE 

The comparative analysis shows that ensemble or fusion of 

learning algorithm gives better accuracy and can deal with 

overfitting and missing data but it is complex in terms of 

calculation. This calculation problem can be resolved as 

technological advancement is increasing day by day. Adaptive 

learning [11] has shown better result than single classifier. 

Various researchers have shown that [12] [13] fusion can be 

done in two different ways, First,  Parallel where can apply 
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different or same classifiers simultaneously and finding the best 

as per majority voting, mean or mode as present in Random 

Forest. Second is sequential where one algorithm is applied and 

according to its result the weight of input vectors are modified 

so that it can improve its learning as in Adaboost or different 

classifiers are applied one by one sequentially. New method of 

fusion can be done where we can combine both the method of 

classification fusion and can make a new classifier, where we 

can apply classifiers in parallel and after that sequentially, so 

that the combined effects can further enhance the learning. 

In future we will try to implement this concept after further 

detail study and tools selection. Future work will also include 

data collection from wearable devices by using special 

application for android based devices, on which these methods 

will be applied and tested. 

TABLE I.  COMPARISION TABLE 

Machine 

Learning 

Technique 

Parameters 

Classification 

Type 

Classification 

Name 

Description Mathematical 

Formulae 

Start of 

Learning 

Type of 

Learning 

Type of 

Algorithm 

Adv. Dis. Adv 

1 Tree Based Decision tree 
[8], [1], [4], 

[5], [6], [7], 

[14],    [9] 
 

Tree type 
structure used 

to make 

decision at 
every internal 

nodes to reach 

till leaf i.e 
class to which 

the data 

instance 
belongs. 

Info(𝐷)

=  − ∑ 𝑝𝑖 log2(𝑝𝑖)

𝑚

𝑖=1

 

 

Eager 
learner 

Supervised Non 
Parametric 

1. Easy to 
read and 

understand 

2. Does not 
require 

domain 

knowledge 
3. Can be 

used for 

more than 
1 class. 

4. Can handle 

multidimen
sional data 

5. Good 
accuracy. 

 

1. Information 
gain in 

decision 

trees is 
biased in 

favour of 

those 
attributes 

with more 

levels. 
2. Can create 

over 

complex 
tree and 

required 
pruning. 

3. Does not 

work well 
with smooth 

boundries. 

2 Regression or 

Function 
based 

Logistic 

Regression 
[8], [1], [9] 

It is a linear 

model in 
which 

outcome is 

dependent on 
some 

independent 

variable. Here 
the outcome 

can only be 

dichotomous. 

 

𝑙𝑜𝑔𝑖𝑡 (𝑝) =  ln(
𝑝

1−𝑝
) 

  

 
Supervised 

 

 
Parametric 

1. Linear 

Model thus 
easy to 

implement. 

1. Can be used 

only for 
binary 

outcomes 

 

3 Domain 

Transform 

Support vector 

machines 

[8], [1], [5], 
[7], [9] 

It uses 

hyperplane to 

separate 
classes of 

data. It uses 

training tuples 
(support 

vectors) and 

margins to 
find its 

hyperplane. 

𝑑(𝑋)𝑇

= ∑ 𝑦𝑖 ∝𝑖 𝑋𝑖

𝑙

𝑖=1

 𝑋𝑇 

+ 𝑏0 

Eager 

learner 

 

 

Supervised 

 

Non 

Parametric 

1. Can be 

used for 

classifying 
both linear 

and 

nonlinear 
data. 

2. Less prone 

to over 
fitting. 

3. Accuracy 

is high. 

1. Speed of 

training and 

testing of 
algo is the 

major issue 

when data 
increases. 

2. Not very 

much 
efficient for 

multiclass 

case. 

4 Bayesian Naïve Bays 

[8], [1], [5], 

[9] 

Probabilistic 

based learning 

technique used 
to calculates 

posterior 

probabilities 
for each class 

using 

estimated 

𝑃(𝐴|𝐵)

=  
𝑃(𝐵|𝐴)𝑃(𝐴)

𝑃(𝐵)
  

 

Eager 

learner 

 

Supervised 

 

Parametric 

1. Can build 

model Fast 

and quick 
prediction. 

2. Can solve 

both 
categorical 

and 

continuous 

1. Assumption 

class 

conditional 
independen

ce, thus less 

accuracy. 
2. Practically 

dependenci

es exist 
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Machine 

Learning 

Technique 

Parameters 

Classification 

Type 

Classification 

Name 

Description Mathematical 

Formulae 

Start of 

Learning 

Type of 

Learning 

Type of 

Algorithm 

Adv. Dis. Adv 

conditional 
probabilities 

from the 

training set. 

value 
attributes. 

3. Require 

small 
amount of 

training 

data. 

among 
variables. 

5 Instance 
Based 

k-nearest 
neighbour 

[8], [1], [5], 

[7], [9] 

It is a 
supervised 

algorithm 

which 
determines the 

class of an 

unknown tuple 
by comparing 

k-nearest 

neighbor 
training 

tuples. The 

class (in 
majority) of 

tuples which 

are closest to 
the unknown 

sample 
becomes class 

of the sample 

tuple. 

𝑑𝑖𝑠𝑡(𝑋1, 𝑋2)

=  √∑(𝑥1𝑖 − 𝑥2𝑖)2

𝑛

𝑖=1

 

 
Lazy 

learner 

 
Supervised 

 
Non 

Parametric 

1. Can model 
complex 

decision 

spaces with 
hyperpolyg

onal 

shapes. 
2. It is well 

suited for 

multimodal 
classes  

 

1. Computatio
nally 

expensive 

2. Require 
proper 

storage 

technique. 
3. It gives 

slower 

performanc
e when 

applied to 

large set of 
data. 

6 Neural 
Network 

Multilayer 
Perceptron 

[8], [1], [7], 

[9] 

It is a 
supervised 

learning based 

on neural 
network of 

more than one 

layer, can be 
used to solve 

nonlinear 

problem. 

𝑦𝑖 = 𝑓(∑ 𝑤𝑖𝑗𝑥𝑗 +  𝑏𝑖

𝑚

𝑗=1

 
 

Eager 

learner 

 
Supervised 

Non 
Parametric 

1. Used to 
solve non-

linear 

problems 
2. Do not 

make any 

assumption
. 

1. It has high 
computatio

nal cost. 

2. It require 
large 

amount of 

training 
data. 

7 Tree based 

Ensembles 

Random 

Forest 

[8], [1], [7] 
 

 

It is decision 

tree based 

learning 
method where 

different trees 

are formulated 
to vote for an 

input test data 

tuple and the 
class with 

highest vote is 

assigned to 
that test data 

tuple. 

  

Eager 

learner 

 

Supervised 

Non 

Parametric 

1. Highly 

accurate. 

2. Can handle 
the missing 

value. 

3. Handle 
overfitting. 

4. Can handle 

large 
dataset 

with many 

dimensions
. 

1. It requires 

creation of 

large 
number of 

decision 

tree. 
2. Computatio

nally costly. 

8 Meta Based 
Ensembles 

Adaboost 
[1], [5] 

AdaBoost is 
an ensemble 

learning 

algorithm in 
which 

subsequent 

weak learners 
are adjusted in 

favour of 

misclassified 
instances 

classified by 

previous 

𝑒𝑟𝑟𝑜𝑟(𝑀𝑖)

= ∑ 𝑤𝑗

𝑑

𝑗=1

× 𝑒𝑟𝑟(𝑋𝑗) 

Eager 
learner 

Supervised Parametric 

 

1. Less 
susceptible 

to the over 

fitting 
problem. 

2. More 

accuracy. 

1. Computatio
nally 

expensive. 

2. Require 
several 

models to 

get trained. 
3. Sensitive to 

noisy data 

and outliers. 
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Machine 

Learning 

Technique 

Parameters 

Classification 

Type 

Classification 

Name 

Description Mathematical 

Formulae 

Start of 

Learning 

Type of 

Learning 

Type of 

Algorithm 

Adv. Dis. Adv 

classifier. 

9 Markov 

Model 

HMM [1], [2], 

[10] 

Learning 

technique 
which finds 

the next 

visible state 
on the basis of 

present state 

or sequence of 
previous 

states. 

𝑃(𝑉𝑇)

= ∑ 𝑃(𝑉𝑇|𝜔𝑟
𝑇)𝑃(𝜔𝑟

𝑇)

𝑟𝑚𝑎𝑥

𝑟=1

 

Lazy 

learner 

Supervised Parametric 1. Can handle 

real world 
problem. 

2. Used with 

time series 
data. 

1. Three 

problem of 
HMM is 

Evaluation, 

Decoding 
and 

Learning. 

2. Size of data 
can be an 

issue. 
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