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Abstract - A typical Geographic Information System(GIS) is 
information system that integrates, stores, edits, analyzes, 
shares and displays geographic information for effective 
decision making. The focus here is to refine the storing and 
retrieving capabilities of any GIS. GIS application have a 
very high performance and scalability requirement, such as 
query response time of less than 3 seconds, 120000 customer 
sessions per hour and 100000 data addition/updates per day. 
Also an ideal GIS application always deal with high 
concurrent load, frequent database access for mostly read 
only data, and non-linear growth of mostly read only data 
over period of time. These all are the factors which lead to 
performance impact in the application. This research 
proceeds to understand how the In-Memory Data-Grid 
solution is better than other solutions and how can it be 
leveraged to implement a very high performing and highly 
scalable GIS applications. 
 
Index Terms - In-memory data grid, Cache memory, 
Geographic Information system (GIS), Distributed cache 
 
1. INTRODUCTION 
Geographic Information system, commonly known as GIS is a 
computer system capable of capturing, storing, analyzing, and 
displaying geographically referenced information, that is, data 
identified according to location. Practitioners also define a GIS 
as including the procedures, operating personnel, and spatial 
data that go into the system. 
A GIS application[7] requires low response time, very high 
throughput, predictable scalability, continuous availability and 
information reliability which can be provided by In-Memory 
Data Grid.  
In-Memory Data Grid is a Data Grid that stores the information 
in memory in order to achieve very high performance, and uses 
redundancy - by keeping copies of that information 
synchronized across multiple servers in order to ensure the 
resiliency of the system and the availability of the data in the 
event of server failure[5]. 
Over the last few years, In-Memory Data Grids have become 
an increasingly popular way to solve many of the problems  
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related to performance and scalability, while improving 
availability of the system at the same time. In-Memory Data 
Grid allows eliminating single points of failure and single 
points of bottleneck in the application by distributing the 
application's objects and related processing across multiple 
physical servers. 
One of the easiest way to improve application’s performance is 
to bring data closer to the application, and keep it in a format 
that the application can consume more easily.  
Most enterprise applications are written in one of the object-
oriented languages, such as Java or C#, while most data is 
stored in relational databases, such as Oracle, MySql or SQL 
Server. This means that in order to use the data, the application 
needs to load it from the database and convert it into objects. 
Because of the impedance mismatch between tabular data in 
the database and objects in memory, this conversion process is 
not always simple and introduces some overhead, even when 
sophisticated O-R mapping tools, such as Hibernate or Eclipse 
Link are used. 
Caching objects in the application tier minimizes this 
performance overhead by avoiding un-necessary trips to the 
database and data conversion. This is why all production-
quality O-R mapping tools cache objects internally and short-
circuits object lookups by returning cached instances instead, 
whenever possible. 
 
2.     PROBLEM STATEMENT 
2.1   Introduction to the Problem 
Customer expectations from GIS systems have evolved 
significantly over a period of time [4]. Today customers are 
expecting better and faster online experience. 
Several architectures are proposed to retrieve necessary, 
interested and effective information efficiently and at the same 
time provide scalable platform for GIS application. However, 
the results of these architectures generally become 
unsatisfactory and prone to performance loss over the period of 
time. As soon as the customer base increases, the performance 
starts retarding. 
 
3. PROPOSED SYSTEM 
The proposed system is trying to inculcate the technology 
called distributed cache in a GIS application. This technology 
will not only boost performance of application but will also 
provide many more features to it. The first step in our paper is a 
strong  research base of prevalent architectures and secondly an 
in-depth study of distributed cache technology . After the 
research we will try to prove our concept through a small proof 
of concept.  
If we are able to incorporate distributed cache in an GIS  
application the following feature would be achieved   
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1. Low response time 
2. High throughput 
3. Eliminate bottlenecks 
4. Predictable scalability 
5. Continuous availability 
6. Failover support 
7. Information Reliability 
 
4. LITERATURE REVIEW 
Simple database retrieval architecture is still the back bone for 
most of the complex architectures in use today [8]. GIS 
application generally contains a program running on server, and 
is connected to a database. Numbers of users are connected to 
this program to query, update, delete or add different items.  
Initially, application was deployed on a server which originally 
supports 5000(say) users at a time, which means that at a time 
5000 users could connect to the server. No matter, how 
powerful a server was, for sure it would have some limit on 
number of users it could support, and therefore as an example 
here we have assumed that  server could support 5000 users at 
a time. 
There is further limit on number of users, whose requests 
required access to database that could be processed 
simultaneously. The reason behind this was that, connections 
created to database were generally heavy, as many connections 
to database at the same time were not feasible. To efficiently 
use connections to access to database, developers generally 
used connection pools, and set a limit on number of 
connections that could be active at a time. Other then 
performance issues the other issues regarding the architecture 
were:  
4.1. POF, which stands for single point of failures. In the 

architecture there were three single points of failures: 
application, database and server. In case either database 
crashes or server crashes or application crashes, complete 
application would be down and no one would be able to 
access the application or use application. 

4.2. Shared resources were always performance bottlenecks 
and  greater the number of connections/users a shared 
resource would have more will be the affect on 
performance. Whereas in the previous architecture, 
database was a shared resource, which could not support 
large amount of users at same time. 

4.3. Another reason of low performance with the basic 
architecture was the step required to convert data stored 
in database to application object, when user queries for 
data stored in database, and step required reading 
application object to store data in database.  

To take care of number of users supported by application, load 
balancer was introduced [2]. Load balancer’s responsibility is 
to distribute the load efficiently among different 
servers/applications capable of process the request. In this 
architecture load balancer application is run on one system and 
GIS application is deployed and run on more than one server 
which is further connects to single database. Load balancer 
forwards the user requests to any of the server configured with 

load balancer based on the load of the server. The use of load 
balancer tremendously increased the number of users that could 
simultaneously connect to application, as number of servers 
running the application was increased. But there were still large 
performance issues with the architecture [9]. 
Still, there is limit on number of users whose requests required 
access to the database, the reason being limit on number of 
connections that could be made simultaneously to the database. 
 SPOF still existed. Though server running the application was 
no longer, single point of failure, as there were more servers 
which were present, which would be able to keep application 
running even if any server or application running on any server 
crashes. This would remain transparent to users, as users were 
no longer interacting with the server hosting the application, 
but users were interacting with the load balancer. When load 
balancer would get news of one of the server being down, it 
would then exclude that server from its list of active servers 
and stop delegating any of the user requests to that specific 
server. But database was still single point of failure, as we were 
using single database, and if that database would crash, the 
application would fail. 
Cris J. Holdorph[3]  gave an approach to work with distributed 
database instead of single database. In this scheme, it was 
considered that each server which was connected to a load 
balancer was having its own database.  
Though, number of users which could be supported now 
increased, compared to above discussed schemes, but this 
scheme would require another extra process to replicate the 
data stored in one database to other databases.  This was 
required to take care of scenario, when user requests were sent 
to different database. The result sent back should be consistent 
and independent of data stored on database. 
Jim Handy[6] defined a  scheme in which   multiple servers 
were connected to single cache, which are further connected to 
the database. 
The number of connections that could be made increased 
(though this number depends on the server on which cache is 
hosted). Also the read queries would be much faster, and 
performance of write queries to the database would be 
improved if the updates were done in cache synchronously, and 
asynchronously saved in database by some other process.  
But there were still some disadvantages related to this scheme 
like cache and database were still single point of failure, if any 
of it crashed, application would not be available. Data-intensive 
queries would run on complete data in cache, which was not 
very efficient. 
In recent past there was a concept of In-Memory Data Grid and 
related products which have become famous, which could be 
used to improve performance of applications which are highly 
affected by database operations and mostly read only 
operations [8]. In GIS applications most of the requests are 
related to read-only requests which require reading something 
from database. Most of the users request sent to server are read-
only request and insert/update command is used only when new 
point is located. 
Paul Colmer[5] described the features provided by In-memory 
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7.  WRITE-THROUGH CACHING 
Coherence can handle updates to the datasource in two distinct 
ways, the first being Write-Through[2].  
In this case, when the application updates a piece of data in the 
cache the operation will not complete (i.e. the put will not 
return) until data is also persisted to the underlying datasource. 
This does not improve write performance at all, since the user 
is still dealing with the latency of the write to the 
datasource[10].  
  
8. REFRESH-AHEAD CACHING 
In the Refresh-Ahead scenario, Coherence allows a developer 
to configure the cache to automatically and asynchronously 
reload (refresh) any recently accessed cache entry from the 
cache loader prior to its expiration.  
The result is that once a frequently accessed entry has entered 
the cache, the application will not feel the impact of a read 
against a potentially slow cache store when the entry is 
reloaded due to expiration. The refresh-ahead time is 
configured as a percentage of the entry's expiration time; for 
instance, if specified as 0.75, an entry with a one minute 
expiration time that is accessed within fifteen seconds of its 
expiration will be scheduled for an asynchronous reload from 
the cache store. 
 
9. WRITE BEHIND CACHING 
In the Write-Behind scenario, modified cache entries are 
asynchronously written to the datasource after a configurable 
delay, whether after 10 seconds, 20 minutes, a day or even a 
week or longer. 
For Write-Behind caching, grid generally maintains a write-
behind queue or any data structure which stores the data that 
needs to be updated in the datasource.  When the application 
updates X in the cache, X is added to the write-behind queue (if 
it isn't there already; otherwise, it is replaced), and after the 
specified write-behind delay data grid service will update the 
underlying datasource with the latest state of X.  
Note that the write-behind delay is relative to the first of a 
series of modifications – in other words, the data in the 
datasource will never lag behind the cache by more than the 
write-behind delay. 
The result is a "read-once and write at a configurable interval" 
(i.e. much less often) scenario. There are four main benefits to 
this type of architecture: 
1. The application improves in performance, because the user 

does not have to wait for data to be written to the 
underlying datasource. 

2. The application experiences drastically reduced database 
load: Since the amount of both read and write operations is 
reduced, so is the database load. The reads are reduced by 
caching, as with any other caching approach. The writes - 
which are typically much more expensive operations - are 
often reduced because multiple changes to the same object 
within the write-behind interval are "coalesced" and only 
written once to the underlying datasource ("write-

coalescing"). Additionally, writes to multiple cache entries 
may be combined into a single database transaction. 

3. The application is somewhat insulated from database 
failures: the Write-Behind feature can be configured in 
such a way that a write failure will result in the object 
being re-queued for write. If the data that the application is 
using is in the cache, the application can continue 
operation without the database being up. 

4. Linear Scalability: For an application to handle more 
concurrent users you need only increase the number of 
nodes in the cluster; the effect on the database in terms of 
load can be tuned by increasing the write-behind interval. 

 
10.       STATISTICS FOR COMPARISON 
10.1 Database and In-Memory Data Grid Performance  
The comparison shows that when the data is stored 
conventionally in databases the processing speed is more as 
compared to when it is stored in cache. The results have been 
shown in figure 2 and figure 3.  
 
11. CONCLUSION 
An effective caching mechanism is the foundation of any 
distributed-computing architecture. The focus of this article 
was to understand the importance of caching in designing 
effective and efficient distributed architecture.  In memory data 
grid method was finally implemented for the same. It has been 
observed that retrieval time of  GIS application’s data saved 
using in memory data grid method is much less as compared to 
when the data is saved  using the conventional database storage 
method.  Thus, the use of  distributed cache technology for 
spatial data storage  will boost the performance of GIS 
application. 
 
FUTURE SCOPE  
Object relational mapping is a way to bridge the impedance 
mismatch between object-oriented programming (OOP) and 
relational database management systems (RDBMS). Many 
commercial and open-source ORM implementations are 
becoming an integral part of the contemporary distributed 
architecture. ORM technologies are becoming part of the 
mainstream application design, adding a level of abstraction. 
Implementing ORM-level cache will improve the performance 
of a distributed system.  Therefore,  this method can be used to  
improve the performance of the GIS application. In future, the 
digitized data required for GIS  application  can be stored  
using proposed Triangular Pyramid Framework for Enhanced 
object relational vector data model[3] under the distributed 
cache environment  using in memory data grid  for better 
results.  
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