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Clustering of Web Usage Data using Hybrid K-means and PACT Algorithms 
 

T. Vijaya Kumar1and H. S. Guruprasad2 

Abstract-Clustering is an exploratory technique that 
structures the data items into groups based on their 
similarity or relativeness. Clustering is used in Web usage 
scenario to form clusters of users showing same 
behaviour and clusters of pages with similar or related 
information. The Clustering of users results in the 
establishment of groups of users with related browsing 
patterns. The most popular technique to find the clusters 
is the K-means clustering algorithm. This paper presents a 
technique to improve the Web session’s cluster quality 
using Subtractive clustering algorithm. In this paper, the 
Web Session clusters are obtained by using K-means 
algorithm initialized by subtractive clustering algorithm. 
The clusters formed are analysed using Profile 
Aggregation Based on Clustering of Transactions [PACT] 
algorithm. Web navigational data of the users accessing 
theWebsitehttp://
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www.enggresources.com in combined log 
format taken for a time window of 25 days is used as the 
raw data for the overall study and analysis. 
 
Index Terms - K-means, Vector matrix, Subtractive 
clustering, and PACT algorithm. 

1.0 INTRODUCTION 
World Wide Web has grown into a very powerful and 
interactive media for the communication of information. 
Different users geographically located at different places 
need to access the dissimilar data types efficiently. The 
navigations of users with web sites generate a huge 
repository called Web access log file which can be analysed 
to discover the navigational patterns of the users. The 
analysis of Web access log file is termed as Web Usage 
Data mining. Similar to every data mining technique, Web 
Usage Data mining comprises of three main tasks such as 
web access logpre-processing, discovery of clusters 
followed by analysis of discovered clusters. In the pre-
processing phase, the unwanted data that are not required 
for the next phase are removed followed by separation of 
users and sessions. Cluster discovery phase finds groups of 
similar pages or users with the similar behavioural patterns.  
The disseminated information on Web, results in a huge 
number of links for a search query.  
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There is a need to properly organize these search results. Some 
search engines cluster these results and present them in an 
improved manner to the user.  The uninterested patterns are 
filtered out from the user clusters and page clusters in the 
Cluster analysis phase. The main goal of the Clustering 
technique is to group together set of items which are similar to 
each other into the same cluster and dissimilar objects into 
different clusters. K-means algorithm is used by many 
researchers to form clusters. K-means is an algorithm with no 
predefined cluster centroids and non– deterministic in nature. 
Web access log data mining is a process of drawing out 
valuable information from Web access log file. The main 
objective of Web usage data mining is to collect the data, 
prototype the data as a model to represent the data, analyse the 
formulated model and visualize the navigational patterns of 
users. In this paper we have suggested an approach to obtain 
and analyse the clusters using hybrid K-means and PACT 
algorithms. First in the pre-processing phase, Server log file is 
given as the input and the sessions are constructed using 
conceptual dependency between pages and Web site structure 
link information which is considered as Web site graph. These 
identified sessions are represented using an intermediate 
representation called page-view matrix. Then in the Cluster 
discovery phase the session clusters are obtained from page-
view matrix by using K-means algorithm initialized by 
subtractive clustering algorithm.  Then these found clusters are 
analysed using PACT algorithm. A brief description about the 
review of literature is presented in Section 2. The overall 
architecture of K-means algorithm initialized by subtractive 
clustering algorithm and the details of PACT algorithm is given 
in Section 3. The clusters are formed as results and analysed in 
section 4. Conclusion for our work is briefed in section 5. 

2. 0 LITERATURE REVIEW 
Recently the application of data mining and artificial neural 
network techniques to Web log data has fascinated many 
researchers and they have contributed numerous procedures, 
tools for Web Usage mining to analyse Web navigation data. 
Numeral methods have been used to create models of Web 
navigational data using data mining and artificial neural 
network approaches. Various Models have been designed based 
on clustering algorithms, classification techniques, sequential 
analysis, and Markov models for discovering the knowledge 
from Web access log data. Web usage data clustering is the 
process of grouping Web users or Web sessions into clusters so 
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that users exhibiting the similar navigation behaviour in the 
same group and dissimilar navigational behaviour in different 
groups. K-means is deliberated as one of the main algorithms 
extensively used in clustering. The main advantage of the K-
means algorithm is its speed and efficiency compared to other 
clustering algorithms. Some major drawbacks of K-means 
algorithm are the number of required cluster centroids must be 
defined before applying clustering and the random choice of 
initial cluster centroids. The output of the Clustering technique 
depends on the random choice of original cluster centroids and 
different runs may produce different results. In [1] the 
drawbacks of the standard K-means algorithm, such as the need 
to compute the distance from each data items to all cluster 
centroids, is eliminated by introducing two simple data 
structures. One data structure is used to hold the label of cluster 
and the other data structure is used to store the distance from 
every data item to the nearest cluster obtained in each step that 
can be used to find the distance in the next step. The main 
downside of K-means is to decide the number of clusters and 
initializing the centroids for the first iteration. Bashar Al-
Shboul et al. have proposed an algorithm which uses genetic 
algorithms to initialize K-means algorithm [2]. Adaptive 
Resonance Theory 2 (ART2) neural network is combined with 
genetic K-means algorithm (GKA) to design a procedure which 
finds the solution for e- commerce navigational paths [3]. This 
technique is compared with ART2 followed by K-means and 
found to be better. The details of clustering algorithms and 
useful research directions in clustering such as semi-supervised 
clustering, simultaneous feature selection during data 
clustering, etc. are provided in [4].Fuzzy clustering [5], also 
known as soft clustering groups data elements that can be in 
more than one cluster, and a membership value is associated 
with each element which will result in the formation of 
overlapping clusters. The Fuzzy c-means algorithm is 
initialized by using Subtractive clustering method and 
experimental results showed that the modified algorithm can 
decrease the time complexity by reducing the number of  
iterations, and results in more stable and higher precision 
classification [6].In [7], an extension for the subtractive 
clustering algorithm is presented by computing the data point 
mountain vale. Rather than using conventional method, a 
kernel – induced distance measure is used in the approach. A 
model for cluster similar sessions by grouping the similarity 
matrix using Agglomerative Clustering method is presented in 
[8]. The session similarity is found by aligning sequences using 
dynamic programming. A technique for mining Web usage 
profiles based on subtractive clustering that scales to huge 
datasets is proposed in [9]. Unlike the clustering based on user 
description of any input parameter, they have searched in the 
cluster space for the finest clustering of the given Web access 
data. Experimental results show that the approach mines the 
anticipated user profiles much faster than present techniques. A 
new framework has been suggested in [10] using genetic 
algorithm and K-means clustering algorithm to improve the 
cluster quality of Web sessions. Costantinos Etanalyse [11] 
have built a model for predicting Web page by considering 

Web access data and Web content with weighted suffix trees. A 
similarity matrix is considered in the pre-processing procedure 
by considering the local and global sequence alignment. They 
have utilized the page content to enhance the proposed scheme. 
Fuzzy ART neural network is used to enhance the performance 
of the K-means in [12]. Fuzzy ART neural network technique 
is used to generate an initial seed value and K-means is applied 
as the finishing clustering algorithm. Dempster-Shafer’s theory 
which uses evidence or beliefs from dissimilar sources is used 
to group users into different clusters and generate common user 
summaries [13]. In [14], Esin Saka et al. have presented a 
scheme by combining Spherical K-means algorithm and flock 
of agent based FClust algorithm. Spherical K-means algorithm 
is mainly used for clustering sparse and high dimensional data. 
FClust is mainly applicable for representing high dimensional 
data in a visualization plane. In [15],BamshadMobahser et al. 
have obtained aggregate usage profiles from the discovered 
pattern to provide effective recommendation systems for real 
time Web personalization systems. In [16], Parul Gupta et al. 
have presented a clustering technique which forms clusters 
from the set of documents. Every document is assigned with an 
identifier, so that closer document identifiers are assigned to 
similar documents. They have proposed an improvement for 
this clustering algorithm to form super clusters from mega 
clusters which are formed using similar clusters in a 
hierarchical clustering process. Their work describes the search 
process optimization. In [17], Naveen Aggarwal et al. have 
discussed on the problem of bridging the “semantic gap” 
between a user’s need for meaningful retrieval and the current 
technology for computational analysis and description of the 
media content for Integrated Multimedia Repositories. A 
conceptual framework for agent-based Service Oriented 
Architecture (SOA) is proposed in [18], which is designed to 
integrate Service Oriented Architecture with the agent 
technology & other tactical technologies. In [19], Anil Kumar 
Pandey et al. have presented mutually exclusive Maximal 
Frequent Item set discovery based K-Means approach for 
finding expertise in chosen area of research. Kate A Smith [20], 
developed LOGSOM to represent Web pages as a two 
dimensional map using well known Kohonen’s Self Organizing 
Map (SOM). The Web pages are grouped based on the interest 
of the Web users rather than the content of the Web page. They 
have considered a transaction group consisting of 235 URLs 
and treated them as a 235-dimensional vector as input and 
clustered into K = 9 clusters using K-means algorithm. For 
SOM output they have considered a 16 X 16 map of 256 nodes. 
 
3.0 SYSTEM DESIGN 
The main objective of the proposed system is to cluster the 
Web usage data using hybrid clustering and analyse the clusters 
using PACT algorithm. Fig. 1 depicts the overall architecture of 
the proposed model. We have considered the Webusage 
navigational data taken for a time window of 25 days of the 
Website http://www.enggresources.com for experimental study 
and discussion. In the Pre-processing Phase Data cleaning, 
Users Identification and Session Identification are considered 
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to obtain distinct users and sessions. In Data cleaning the raw 
server log file is cleaned and only relevant data is taken for 
further cluster discovery and analysis. Combinations of IP 
address & user agent are used to identify distinct users. In the 
next phase Session construction is done based on the time 
heuristic and navigation approach along with concept 
hierarchy. Session identification considers all pages accessed 
by single user and splits all pages into sessions. A sequence of 
requests made by a single user with a unique IP address on a 
particular Web domain for a pre-defined period of time is 
considered as a session. There are several approaches to 
construct sessions. In time heuristic, if the time spent on a page 
exceeds a certain threshold, or if the time between two page 
requests go beyond a threshold time limit then it is assumed 
 
 

 
Figure 1: Overall architecture 

that a new session has been created. We have used concept 
switching and navigation approach with timeout as a criterion 
for creating user sessions [21]. Then these sessions are 
represented as click stream matrix. Click stream matrix can be 
formed by placing the session v/s sequence of pages visited in 
the respective session. Click stream matrix describes 
relationship between Web pages and sessions. To form this 
matrix, first we need to index each unique entry in log file and 
then form the matrix by placing the sequence of page visited 
against each session. Click stream matrix is then converted into 
numerical format called page view matrix. Page view matrix is 
constructed by building a page set of size  as 
pages and user session set of size m as 

and corresponding entry in the matrix is 
considered as weight for the page, it can be calculated by 
number of hits to the page multiplied by page hit weight which 
consider has 0.01. 
Weight of the page  = {frequency of access to page in 
session } * Page hit weight 
In the Cluster discovery phase clusters are obtained by K-
means clustering algorithm initialized by subtractive clustering 
algorithm, which takes page view matrix as input and produces 

the optimal number of clusters as output. K-means algorithm 
takes page-view matrix and number of clusters as input and it 
mark each session with cluster it belongs to. The modified K-
means algorithm for the Web usage domain can be summarized 
as follows. 
 
Step1.Consider the data set in whish sessions are represented 
as page-view matrix and select K points which characterize 
initial group centroids. 
Step2. Calculate the distance between each session and every 
centroid and assign the session to the centroid cluster with the 
minimum distance.  
Step3. When all sessions have been assigned to clusters, the 
centroid positions are calculated again by considering the 
cluster data points. 
Step4. Repeat Steps 2 and 3 until there is no change in the 
centroid positions. 
 
One of the requirements of K-means algorithm is to specify the 
number of centroids K before the algorithm is applied. It is 
difficult to guess the number of centroids for a given data set. 
We have used Subtractive clustering for approximating the 
number of centroids and the cluster centres in a dataset. The 
subtractive clustering technique assumes that each data point 
can be a promising cluster centre. Any data item which has 
more data items in its vicinity will have more chance of 
becoming a cluster centroid than data items which have less 
data items in its neighbourhood. Based on this principle, the 
potential value for each data item is computed by the following 
formula: 

 

Where xi, xj

 

 

 are data items and  is a constant value  defining 
the range of the vicinity. The potential of the remaining data 
items , is then revised by 

where  is a positive constant ( > ). Thus, the data items 
near the first cluster centre will have greatly condensed 
potential value, and therefore will have very less chance of to 
be getting selected as the next cluster centroid. The constant  
is the radius defining the vicinity that has a lesser potential 
value than .  The value of  is set to be greater than  to 
avoid getting nearby cluster centres. This process continues 
until no new cluster centroid is found.  The number of clusters 
and the cluster centroids along with the page-view matrix is 
given as the input to K-means algorithm to obtain clusters. 
Then the PACT algorithm is used to analyse these obtained 
clusters to produce the aggregate profile for each Web 
transaction cluster. For each cluster we compute the mean 
vector. The measurement value for each page-view in the mean 
vector is the ratio between total page-view weights of all 
transactions and the total transactions in the cluster. The 
importance of any page p in a cluster is provided by its mean 
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vector measurement value. Page-views in the mean vector can 
be sorted according to these measurement values and lower 
measurement value page-views can be filtered out to obtain set 
of page view-value pairs that can be used to characterize the 
group of users showing similar navigational behaviour as 
aggregate usage summaries. These summaries can be used by 
the recommendation engines to provide the recommendation. 
We can build the aggregate usage summary , for any cluster 
cl, as a page-view weight pair by computing the mean vector of 
cl using the following formula. 

 
Where, 
weight (p, ), of the page p within the aggregate usage  
summary is given by 

 

| cl | is the number of sessions in cluster cl 
is the weight of page p in session vector s  

An outline of the Hybrid clustering and PACT algorithms 
for our system is summarized below. 
Input: Sessions constructed from the pre-processing phase. 
Each requested URL is assigned with a unique number. 
Output: Web user clusters and Recommendations 
Step1.  A set of sessions are constructed from user 
transactions consisting of subset of Web 
pages . These sessions are converted 
into page-view matrix. 
Step2. Use subtractive clustering algorithm to approximate the 
optimal numbers of clusters and cluster centroids. 
Step3. Cluster the data items usingK-means algorithm. 
Step4. Obtain the recommendations using PACT algorithm. 
 
4. Experimental Design and Results 
For experimental study and analysis, we have considered the 
Web usage navigation data from access log files of the Web 
site http://www.enggresources.com collected for a time 
window of 25 days.

 

 Concept based Website graph is 
constructed as an additional input using concept hierarchy and 
Web site link information. We have used a tool called Web log 
Filter to remove fields which are not required for further 
analysis from access log files such as error records, requests for 
images and multimedia data. For further processing the 
important fields like IP address of the user who accessed the 
Web site, timestamp which represents the data and time of 
access, user agent details like browser information, request 
page and the page from the request is made called referrer are 
retained. User separation is considered as the next step in the 
pre-processing phase. In user separation, IP address and user 
agent are used to determine the users. In session construction, 
we have combined two trivial approaches, such as Time based 
approach and Navigation based approach along with concept 
name match approach for identifying user sessions. Then these 
sessions are represented as click stream matrix and later 
converted this into page view matrix. In Cluster Discovery 
phase we have obtained clusters by using K-means algorithm 

initialized by subtractive clustering algorithm. One of the major 
problems with K-means is to determine the optimal number of 
clusters and its centres which is done randomly. Subtractive 
clustering is used to approximately finding the number of 
clusters and the cluster centroids in a set of data. The 
subtractive clustering method assumes that each data item can 
be considered as cluster centre. A data item with more data 
items in the vicinity will have a higher chance to become a 
cluster centroid than data points with fewer data items in the 
vicinity of the data point. PACT algorithm is used to analyse 
these obtained clusters. The mean vector for each cluster is 
computed and the measurement value for each page view in the 
mean vector is computed by taking the ratio between the total 
page view weights of all transactions and the total transactions 
in the cluster. Clusters obtained by using K-means algorithm is 
plotted in Fig 2.The major drawback with K-means algorithm 
is determining the optimum number of clusters and its centres 
to initialize the K-means. The hybrid K-means algorithm uses 
the subtractive clustering algorithm to initialize the K-Means 
algorithm by providing the optimal number of clusters and its 
centres. The potential value for each data item is calculated 
based on the density of nearby data points. K-means initialized 
by using subtractive clustering algorithm is termed as hybrid K 
–means clustering and clusters obtained by using hybrid K-
means is plotted in Fig 3. 

Figure 2: Clusters obtained using K-means 
Figure 3: Clusters obtained using hybrid K-means 

Fig4 depicts the Cluster-1 user segment interest. The total 
number of session in the cluster1 is “2286” and threshold 
considered is “page weight = 0.001”.  From Fig 4 we can 
observe that given a new user who shows interest in “Page32”, 
“Page33” and “Page34”, this pattern may be used to conclude 
that the pages “Page28”, “Page3” and “Page31”may be 
recommended to this user. Fig 5 depicts the Cluster-2 user 
segment interest. The total number of session in the cluster2 is 
“1812” and threshold considered is “page weight = 0.0002”. 
From Fig 5 we can observe that given a new user who shows 
interest in “Page28”, “Page34” and “Page33”, recommendation 
engine can consider this pattern to conclude that the 
recommendation engine might recommend any one of the other 
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pages in the above list to the user based on the order of their 
weight. Similar results are depicted for Cluster-3 and Cluster-4 
user segments with “page weight = 0.0005” in Fig 6 and Fig 7 
respectively. From Fig 6 we can observe that given a new user 
who shows interest in “Page31”, “Page32” and “Page33”, 
recommendation engine can consider this pattern to conclude 
that the recommendation engine might recommend any one of 
the other pages in the above list to that user based on the order 
of their weight. From Fig 7 we can observe that given a new 
user who shows interest in “Page22”, “Page23” 
and“Page27”,recommendation engine can consider this pattern 
 
 

 
Figure  4: Cluster-1 user segment interest 
Figure  5: Cluster-2 user segment interest 

 

 
Figure 6: Cluster-3 user segment interest 
Figure 7:Cluster-4 user segment interest 

 
to conclude that the user might belong to this segment and 
recommendation engine might recommend any one of the other 
pages in the above list to that user based on the order of their 
weight. 
 

5.0 CONCLUSIONS 
Clustering and Analysis approach for Web usage data using 
hybrid K-means clustering algorithm and PACT algorithm is 
presented in our proposed scheme. The sessions for clustering 
phase are obtained by using conceptual dependency between 
pages and Website structure link information which is 
considered as Web site graph. Then these sessions are 
represented as click stream matrix and later converted this into 
page view matrix. Then clusters are formed by using K-means 
clustering algorithm initialized by subtractive clustering 
algorithm. Then clusters are analysed by using PACT algorithm 
to give the recommendations. As a future work, we can 
improve this as a recommendation engine to compare current 
request with navigation pattern in each cluster and come up 
with the recommendations. 
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