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would be called APSO (Artificial Bee Particle Swarm 
Optimization). Addition of ABC will cover the limitation of 
PSO. 
3.3 Particle Swarm Optimization 
PSO algorithm works by having a population of particles. 
Let N is the no. of particles in swarm, each having a position xi 
in the search-space and a velocity vi. Let pi be the best position 
of the particle i and let gb be the best position of the whole 
swarm.  
Algorithm is:  
For each particle i = 1 to N:  
Initialize particle's position with uniformly distributed random 
vector: xi ~ U (blo, bup), blo and bup are the lower and upper 
boundaries of the search-space. Initialize the particle's best 
position to its initial position: pi ← xi. 
If (f(pi) < f(gb)) update the swarm's best position: gb ← pi 
Initialize particle's velocity: vi ~ U (-|bu p- blo|, |bup - blo|) Until 
an end criterion is meet, repeat:  
Step1.Count = 0 
For every particle i = 1 to N:  
For every dimension d = 1 to n:  
Step2. Pick the random numbers: rp, rg ~ U(0,1) 
Step3.Update particle's velocity: vi,d ← vi,d + φp rp (pi,d - xi,d) + 
φg rg (gbd - xi,d) 
Update particle's position: xi ← xi + vi 
Step4. If (f(xi) < f(pi)):  
Update particle's best position: pi ← xi 
Step5.If (f(pi) < f(gb)) update swarm's best position: gb ← pi 
Step6.Now gb holds the best solution. And call it Ta_best. 
Count = count+1. 
The parameters φp, and φg are to be selected. 
   The function used here is sphere function whose global 
minimum value is 0 at (0, 0, …, 0). It is a unimodal function 
with non-separable variables. 
F(x) = ∑x2 

 
3.3 APSO 
The Process of APSO is as: 
Step 1Initialization of Parameters: set number of individuals of 
the swarm; set maximum circle-index; set other constants 
needed. 
Step 2 Initialization of the colony: firstly, generate a colony 
with specific number of individuals. Then as a bee colony, it is 
divided into two categories, each individual’s fitness value; on 
the other hand, as a particle swarm, calculate the fitness value 
of each particle and take the best location as the global best 
location. We assume that the cyclic number is represented by 
iter, and iter +1. 
Step 3 Perform Particle Swarm Optimization. The best location 
in the iteration will be called Ta _ best. There is a count 
variable which will be updated for each updation of the global 
best. 
Step 4 If the global best is greater than 2 then run the Artificial 
Bee Colony Algorithm. After all the choices above have been 
made, the best solution is generated in this iteration which we 
called it GlobalMin. 

Step 5 The minimum between the value of GlobalMin and the 
value Ta _ best is GlobalMins and is defined by the following 
equation: 
Globalmins = globalmins, if globalmins <=Ta_best   
globalmins = Ta_best, if Ta_best<=globalmins 
 
And the GlobalMin and the Ta _ best will both be equal to the 
value GlobalMins, and will be substituted into next iteration 
iter=iter+1. 
Step 6 If the number of circles is greater than the maximum of 
circle - index. If not, go to Step 2; if it is, end the process and 
save the value GlobalMins. 
 
3.4 Artificial Bee Colony 
It simulates the artificial bees to find out the best nectar source 
with swarm intelligence. Just like the artificial bee colony in 
reality, at this algorithm, all the artificial bees are mainly divided 
into two categories. One is called employed foragers. Their job is 
to gather honey from their corresponding nectar source, and to 
exchange information of their source with other bees. The 
specific employed foragers whose source is the best at the present 
will become the ones who lead others to their source. The other 
one is the unemployed foragers. They are the one who don’t find 
out the suitable source by themselves. They can keep looking for 
the source or follow the lead foragers to gather honey. There are 
scouts, search the surrounding the nest and they try to find new 
food sources.The source is suitable or not is decided by the 
fitness value. The larger the fitness value, the better the sources 
is. 
 
4. RESULTS 
4.1 Parameters 
Energy: As each node in the network is a sensor node, each node 
is defined with specific energy we have defined 6 Joules to each 
node. With each communication over the network some energy is 
lost. If the energy is less than minimum required energy or 0, the 
node will be dead itself. Here we keep Threshold 4 so as to 
prevent node from becoming dead. 
Number of Packets: This property represents the number of 
successful packet coming to a cluster head for a specific 
communication. 
Pbest: Particles own experience. It is location which particles 
remember where it was closer in the past means Particle knows 
its own best position. 
Gbest: Whole swarm’s best. The movements of the particles are 
guided by their own best known position in the search-space as 
well as the entire swarm's best known position. Particle choose 
minimum of the two. 
Ta_best: Minimum of Pbest and Gbest. 
Velocity: Initial velocity of packet is taken to be 5m/s. Particle 
changes its position by updating its location and velocity. 
φp : 1/3 
φg : 1/2  
Gloabalminimum: Employed foregoers, they are keeping 
searching the new sources around them and determine which one 
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is turned to according to the minimum fitness value of each 
source which we called it GlobalMin. 
Threshold: We have taken 4 as its value at the time of detecting 
malicious node. When this value comes node is said to be 
malicious. 
Count: We have taken its value to be 2. It is used to check how 
many times global best is updated. When this value exceeds 
colony is updated from Particle Swarm Optimization to 
Artificial Bee Colony so that particle does not trap in local 
optimal problem. 
Count1: Shows the no. of times a packet can go to the sink 
nodes using PSO in the same time as compared to APSO. 
Count2: Shows the no. of times a packet can go to the sink 
nodes using APSO in the same time as compared to PSO. 
 
4.2 Results and Discussion 
A node wants to send a packet to its sink node. For it node send 
packet to its agent node which would send further agent of sink 
node (figure 6). This is called event 1 so it is a Positive event. 
 

 
Figure 4 

As discussed in earlier section that this trust framework runs at 
the agent node which has strong competence to compute, large 
storage and memory. The agent node uses Threshold value to 
monitor all kind of event happened in sensor nodes within its 
radio range and functions in a completely distributed manner. 
Threshold value is taken to be 4, if 4 or more packets comes to 
agent node then it would be considered as the high traffic and 
node can become faulty which would be protected by choosing 
another path as described in next section. Every agent node 
maintains trust table for nodes. So in this paper we use high 
traffic load as a malicious measure. If packets greater than 
threshold value which is 4 try to enter the agent node to send 
their packets to sink node. So it cause high traffic load on agent 
node (figure 7). This is event 2 and is negative event. 

 
   Figure 5 
 
Now Event – Based approach is applied to the agent node and 
node becomes yellow to show high traffic load. As energy gets 
lost with each communication agent node would not be able to 
tackle all packets at a time because this may cause fault to the 
agent node and so if value of threshold reaches agent node stop 
working. 
   The second agent node is detected as bad nodes (shown in 
yellow). This bad node does not allow pass packets to the next 
nodes. It informs its neghibour nodes to choose another path to 
sink node. And by applying APSO we calculated new path. So, 
aafter the bad node is detected, packets changed their path to 
reach the destination based on APSO. Firstly our algorithm use 
concept of PSO (figure 8). 
 

 
   Figure 6 
 
As we have used count limit is 2 so after it becomes two it uses 
the concept of Artificial Bee as there is possibilities of coming 
more new nodes which may lead to better path. As in Artificial 
bee scout helps in finding new source. Here both PSO and ABC 
find their best and these are compared and we choose the best 
one for next location. And now local optimum (discussed in 
earlier section) of PSO is removed (figure 9). New nodes are 
represented by cyan colour. 
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   Figure 7 
 
Now Artificial bee found new better route and now it can be 
used (figure 10). 
 

 
    

Figure 8 
Now we calculate the no. of times a packet can go to the sink 
nodes using APSO in the same time as compared to PSO. We 
would count it through two variables count1 (for PSO), count2 
(for APSO). This is shown in table1 in next part below. 
 
4.3 Graph of Malicious node Detection 
At event 1 as discussed in results it is positive event and we 
have chosen 1 as a trust value for positive event. 
At event 2 as discussed in result it is negative event and it is not 
trusted one and we will show it as 0 value for trust value of 
node which will force us to change the direction to sink node 
and we have chosen APSO algorithm to do that. This is shown 
in figure 11. 

 
 

Figure 9: Trust Rating 
 

4.3.1 Comparison of PSO and APSO 
As we have discussed before there is a limitation of PSO that it 
can trap in local optimum. If after trapping in local optimum of 
PSO we use only PSO the following graph is made. Figure 12 
shows the distance travelled by packets.  
 

 
 

Figure 10: Path chosen by PSO 
But if we use our APSO we found that a new better path has 
come and this makes packet to go through a best shortest path as 
shown in following graph. Figure 13 shows distance travelled by 
packets. So now we can say that our proposed Algorithm (APSO) 
is better than PSO. 
 

 
 

Figure 11: Path chosen by APSO 
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send two times in 
the same time of 

PSO) 
APSO Less Count2=2 

Table 1: Comparison of packets delay in PSO and APSO 
 

After implementing APSO packets transmitted (figure 14) over 
the network is increased as compared to PSO (figure 15) in 
minimum time because packets are transmitted through the 
shortest path. Packet delay is shown in table 1. This is counted 
by count1 (for PSO) and count2 (for APSO) variables in our 
proposed work. 
 

 
 
   Figure 12 
 

 
   Figure 13 
5.  CONCLUSION 
In this paper we consider high traffic load as a measure of 
malicious node. It is nature of these networks that higher traffic 
load is observed in some events.Here we use Agent-based 
approach with different events for detection of node before it 
becomes a faulty node and that detected node informs its entire 
neighbour about its maliciousness to choose another path and 
also we use an combine approach of Artificial bee colony and 
PSO called APSO to choose on optimized path. After detection 
of malicious node due to high traffic load we calculated 

alternate path using modified PSO (APSO). As a result APSO 
can send two times more packets in the same times of PSO ,we 
use our APSO we found that a new better path has come and this 
makes packet to go through a best shortest path and thus  it 
overcomes the disadvantage of PSO which is used to get trap in 
the local optimal. 
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