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R. K. Agrawal1 and Ashish Chaudhary2 

Abstract - Linear Discriminant analysis is a commonly used 
and valuable approach for feature extraction in face 
recognition. In this paper, we have proposed and investigated 
modified incremental Linear Discriminant Analysis (MILDA). 
We have compared the performance of proposed MILDA 
method against Pang et al ILDA in terms of classification 
accuracy, execution time and memory. It is found on the basis 
of experimental results with different face datasets that the 
proposed MILDA scheme is computationally efficient in terms 
of time and memory in comparison to batch method and Pang 
et al method. The experimental results also show that the 
classification accuracy due to MILDA, batch method and 
Pang et al are in complete agreement with each other. 
 
Index Terms - Statistical pattern recognition, Feature 
extraction, Face ecognition, Linear Discriminant Analysis 
 
1. INTRODUCTION  
Feature extraction is one of the important steps in pattern 
recognition which utilizes all the information of the given data 
to yield feature vector of the lower dimension and thereby 
eliminates redundant and irrelevant information. Commonly 
used feature extraction techniques are Principal Component 
Analysis (PCA) [1], Linear Discriminant Analysis LDA [2-7], 
Independent Components Analysis ICA [16] etc. Generally 
while applying these techniques for data classification it is 
assumed that complete dataset for training is available in 
advance and, learning is carried out in one batch. However in 
many real world applications such as pattern recognition and 
time series prediction  we frequently come across  situations 
where complete set of training samples is not available in 
advance, instead existing dataset keeps on changing with time. 
For example, in face recognition process human face undergoes 
facial variation due to different expressions (sad, happy, 
laughing face etc), lighting conditions, and make up, hairstyles 
etc. Hence, it is difficult to consider all facial variation when a 
human face is registered in a face recognition system, first time 
[8]. Similarly, in intrusion detection system, it is desirable to 
study the pattern behavior of intruder which can change slightly 
from its original behavior on account of incremental changes in 
data set [13]. Hence it is difficult to extract meaningful features 
only from previously available dataset. A straightforward 
approach in this situation is that we can collect data whenever 
new data are presented and then construct a provisional system 
by batch learning [9] over the collected data so far. However, 
such system will require large memory and high computational 
cost because the system would need to maintain a huge memory 
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to store the data either previously learned, or newly presented, 
possibly without a limit. Moreover, the system will not be able 
to utilize the knowledge acquired in the past, even if the 
learning of most of the data is finished, and will repeat the 
learning from the beginning whenever one additional sample is 
presented. 
To address such situation several eigenspace model [10–12] 
have been proposed. Hall, Marshall and Martin [10] proposed 
Incremental PCA (IPCA) based on the updating of covariance 
matrix through a residue estimating procedure. Agrawal and 
Karmeshu [11] proposed perturbation scheme for online 
learning of features based on incremental principal component 
analysis. Recently Pang, Ozawa and Kasabov [9] proposed an 
incremental linear discriminant analysis (ILDA). In this paper 
they have updated within class scatter matrix as new samples is 
added in terms of previously computed scatter matrix. This 
reduces the cost of computing updated scatter matrix. However 
the inverse of updated matrix *

WS carried out for the 
computation of transformation matrix does not employ the 
previous knowledge of inverse of WS . In this paper we 
investigate computationally more efficient scheme to compute 
the inverse of scatter matrix  *

WS  which allows computation of 
dominant eigenvalues and eigenvector much more efficiently 
thereby increasing the performance of face recognition system.  
The paper is organized as follows. Section 2 first provides a 
brief introduction of sequential ILDA proposed by Pang, Ozawa 
and Kasabov [9]. Following this, a modified incremental Linear 
Discriminant Analysis (MILDA) method is proposed in section 
3. The performance of the proposed MILDA method in relation 
to batch method and Pang et al method is examined in terms of 
discriminability, computational time and memory in section 4. 
For this we have considered three publicly available face 
datasets [15]. The last section 5 contains conclusions. 
 
2. SEQUENTIAL INCREMENTAL LDA 
Suppose that initially we have a set of N  −d dimensional 
samples Nx,.........x,x 21  belonging to c  different classes 

with iN  samples in the thi  class. Then, the objective of LDA is 
to seek the direction w  which maximizes the between-class 
scatter and minimizes the within class scatter of the projected 
images, such that the following criterion function [1]: 

( )
wSw
wSw

wJ
W

T
B

T
=   ( )1  

 is maximized, where BS  and WS  are between-class scatter and 
within class scatter matrices and are defined as 
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Where x  is d- dimensional sample mean of all the images and 
defined by 
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and ix  is thi  class mean given by 
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Within-class scatter matrix WS  is defined as 
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Where iS  is thi -class scatter matrix 
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To find the transformation matrix W, a generalized eigenvalue 
problem needs to be solved which is given by 

wSwS wB λ=     ( )7  

If wS  is non-singular then we have  

wwSS B
1

W λ=−     ( )8   

Hence in case of LDA the transformation matrix W is 

represented in terms of eigenvectors of matrix B
1

w SSU −= . It 
is obvious that the parameter needed for classification at any 
point of time are x,S,S BW  and N . So discriminant 
eigenspace can be represented as ( )N ,x ,S ,S BW=Ω .  
The traditional LDA works in a batch mode assuming that the 
whole dataset is given in advance and is trained in one batch 
only [9]. However, in a streaming environment, addition of any 
new samples will result in changes in original mean vector x , 
within class scatter matrix WS  , as well as between-class 

distance matrix BS . Hence, the discriminant eigenspace model 
Ω  needed to be updated.  Pang, Ozawa and Kasabov [9] 
suggested incremental linear discriminant analysis (ILDA) for 
updating discriminant eigenspaceΩ . 
Pang et al [9] proposed that  as a new sample y belonging to 

thk class is added to existing samples with mean x , within 
class scatter matrix WS  and the between class scatter matrix 

BS  then the new mean vector, the new between scatter matrix 
and the new within class scatter matrix are respectively given 
by *x , *

WS  and *
BS  i.e. 

1N
yxNx*

+
+

=     ( )9   

If 1ck +=  i.e. the incoming sample belongs to a new class, 
then updated between-class scatter will be 
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Where *
iN  is the number of samples in class i  after addition 

of y . If  ci1 ≤≤  then the updated matrix  *
BS  is given by 
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Where ( )( )( )yxN1N1/x iii
*

i ++=  and 1NN i
*
i += , if 

y belongs to class i otherwise ii xx =*  and ii NN =* . 

If y is a new class sample, which means k  is the ( )th1c +  
class, then the updated within class scatter matrix does not 
change: 
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However if   ci ≤≤1 , then the updated WS  matrix is given 
by [9]  
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To determine transformation matrix W, dominant eigenvectors 

of **
BS

1
U

−
= WS  is computed. However, this requires 

evaluation of inverse of matrix *
WS  i.e. 1( −)*

WS   which is highly 
computational intensive operation. It would be useful to 
determine an alternative approach to compute inverse of 

1( −)*
WS   which reduces the cost of computation without 

decreasing its accuracy. 
 
3. ODIFIED INCREMENTAL LINEAR DISCRIMINANT 

ANALYSIS (MILDA) 
 It will be noteworthy if we are able to calculate 1( −)*

WS  in 

terms of the previously calculated 1−
wS , thereby decreasing the 

cost of computation. Equation (13) can also be rewritten as 

( )( )Tkk
k

k
W xyxy

1N
N

S −−
+

+=*
WS   (14)  

According to Woodbury Formula [14]: If A is a matrix of 
dimension  nn×  and U and V are vectors of size n then 
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Equation (15) allows computing inverse of a perturbative 
matrix in terms of a given matrix A and change to the given 
matrix A. 
Using (14) and (16), we get  
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Where U= ( )k
k

k xy
1N

N
−

+
and ( )kxyV −= .   

The computation of inverse of a matrix of size nn×  
requires )( 3nO  time. However, inverse of a matrix *

WS  in 

terms of inverse of matrix wS can be computed in )( 2no  
time thereby decreasing the cost of computation. Hence, it 
will be more appropriate to represent discriminant 
eigenspace by ( )N,x,S,SΦ B

1
W

−=  which allows 
updating eigenspace when a new sample is considered in 
addition to existing samples.  
The outline of the procedure based on MILDA is given 
below: 
MILDA Algorithm 
Input: [X1, X2… Xn] 

1. Compute WB SSx ,,  

2. Compute 1−
WS  

3. For each tuple y do the following: 
  If y belongs to new class then  

Compute *
BS using equation (10) 

                     11* )( −− = WSWS  
                 Else 

  Compute *
BS using equation (11) 
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                  End 
4. Compute (c-1) dominant eigenvectors 

of ** )( BWS S1− i.e. [e1, e2,…,e(c-1)] 
Output:  W =[e1, e2, …, e(c-1)] 
 
4. EXPERIMENTAL SETUP AND RESULTS 
In this section, we have examined the efficiency and 
accuracy of our modified approach for updating discriminant 
eigenspace i.e. N) ,x,S,(SΩ B

-1
W=  against Sequential ILDA 

N) ,x,S,( BWS=Ω  proposed by Pang et al. The modified 
approach is evaluated in terms of discriminability, execution 
time (time taken to update eigenspace) and memory usage 
against Sequential ILDA. For all experiments matlab code 

running on a PC with Intel Pentium 4 2.8 GHz CPU and 
256-Mb RAM is used. 
Extensive experiments are carried out on three publicly 
available databases [15]: Yale, ORL, and JAFFE to check 
the efficacy of the proposed MILDA. The ORL database 
[15] consists of 40 different individuals with 10 images for 
each individual. All the images are taken against a dark 
homogeneous background and the subjects are in up-right, 
frontal position (with tolerance for some side movement). 
The images from ORL database were cropped from 112 ×  
92 to 75 ×  50 in our experiment. The Yale database [15] 
consists of 165 images, which are made up of 16 different 
individuals with 11 images for each individual.   The size of 
images is changed from 320 ×  243 to 100 ×  102 in our 
experiment.  The JAFFE database [15] comprises 10 
Japanese females. Each person has seven facial expressions: 
“happy,” “sad,” “surprise,” “angry,” “disgust,” “fearful,” 
and “neutral.” There are three or four images for each facial 
expression of each person.  The images from JAFFE 
database were cropped from 256×  256 to 128 ×  128 in our 
experiment. 
For every test, first we constructed an initial feature space 
using 20% of the total samples in which at least one  image 
from each class is ensured to be included. For carrying out 
incremental learning one sample is chosen randomly from 
the remaining training samples. For incremental learning, we 
first encode features by projecting data presented in terms of 
updated eigenspace. We have used K-nearest neighbor 
classifier (K-1) [17] in our experiments. The “leave-one-out” 
strategy is adopted for testing and training. We found that 
proposed MILDA method can classify data with same 
accuracy as batch method and Pang et al method for all the 
three face datasets. 
The computational gain of proposed MILDA scheme for 
calculating discriminant eigenspace ( *1* ,)( BW SS − ) as 
compared to Pang et al method and batch method is shown 
in Figure 1 for the ORL database. It can be observed that the 
difference between the execution time in batch method and 
both incremental methods (Pang et al method and MILDA) 
is quite significant. It can also be observed that the 
difference between the execution time in proposed MILDA 
scheme and Pang et al method is not significant for small set 
of samples but becomes pronounced as sample size 
increases.  
Figures 2-3 shows the variations in execution time to 
compute discriminant eigenspace ( *1* ,)( BW SS − ) with number 
of samples for MILDA and Pang et al method for ORL and 
JAFFE face datasets.  Figures 2-3 show that the proposed 
MILDA scheme requires less computation time in 
comparison to Pang et al method. It can also be observed 
that the difference in execution time to compute eigenspace 
( *1* ,)( BW SS − ) is more significant when sample size is large. 
Experimental results on Yale dataset also show that the 
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proposed MILDA scheme outperforms Pang et al method in 
terms of computation time. 
We have also estimated the amount of memory required by 
Pang et al method and MILDA method for incremental 
linear Discriminant analysis for face datasets. The results are 
shown. 

in Figures 5-7. It can be observed that memory requirement 
is more in Pang et al method in comparison to MILDA 
method when sample size is large for all the three face 
datasets.   

 
 

 
Figure 1: Variation in Execution time for Batch method, Pang et al method and MILDA method when new features are 

added for ORL dataset 

 
Figure 2: Variation in Execution time for Pang etal method and MILDA method when  new features are added for ORL 

datas
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Figure 3: Variation in Execution time for Pang et al method 

and MILDA method when new features are  added for 
JAFFE dataset 

 

 
Figure 5: Variation in Memory usage for Pang et al method 
and MILDA method when new features are added for ORL 

dataset 
 

 
Figure 6: Variation in Memory usage for Pang et al method 

and MILDA method when new features are added for 
JAFFE dataset 

 
Figure 7: Variation in Memory usage for Pang  et al 

method and MILDA method when  new features are added 
for Yale dataset 

 
5. CONCLUSION 
In this paper, we have proposed and investigated modified 
incremental Linear Discriminant Analysis. Results from this 
study suggest that the modified incremental Linear 
Discriminant Analysis is computationally more efficient in 
comparison to batch method and Pang et al method. This is due 
to the fact that the batch method and Pang et al method involve 
intensive matrix operations. The time complexity of inverse of 
a matrix of size nn×  requires O(n3)  whereas the proposed 
scheme requires O(n2). The performance is evaluated in terms 
of (a) Discriminability, (b) Time required to carry out inverse 
of matrix (b) Memory requirement. Experimental results with 
different face datasets show that the proposed scheme is 
computationally more efficient in terms of time and memory in 
comparison to batch method and Pang et al method. These 
investigations suggest that the proposed scheme may be useful 
for online face detection systems where both memory and 
computation time is of utmost importance. 
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